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ABSTRACT—as a substantial foundation of the Internet, 

traditional layered host protocol stack is found to be a 
framework “Not Planning to Change”. This framework is hard 
to accommodate new layers and new protocols, hence hard to 
provide new services including security and mobility. What’s 
more, it is also hard to share information among layers, which is 
critical for cross-layer optimization in MANET implementation. 
A novel protocol stack framework, altitude based architecture 
(ABA), is presented in this paper. The proposed framework is 
cater to   framework extensibility, and by negotiation 
mechanisms, a universal communication model is also presented 
for backward-compatibility. ABA, which is planning to change, 
aims to build a uniform host protocol framework for future 
Internet and MANET. Analyses and simulation illustrations are 
also given in the paper. 
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I. INTRODUCTION 
The layered framework of host protocol stacks plays a key 

role in Internet’s success. This architecture has three main 
advantages: simple, communication functions are decomposed 
to several layers, each has a relatively independent function; 
flexible, a layer could involve independently by maintain 
interfaces to its adjacent layers; and efficient, layered packet 
formats guarantee both routing performance and processing 
efficiency in host. However, it is clear this strict layered 
protocol stack is insufficient for future Internet and MANET.  

Various schemes are proposed to add new services (like 
security and mobility) to Internet, as these functions are not 
native to any traditional layer. On the other hand, sharing 
information among protocol layers (cross-layer feedback) is 
the basic requirement for MANET performance optimization. 
The problem is: traditional host protocol framework makes 
these requirements difficult to realize. Layered architecture 
define strict interfaces between layers, makes them couple 
with each other tightly. To maintain backward compatibility, 
new protocols have to be added to stack as patches: Mobile IP 
[1] adds a “bag” besides IP layer; HIP [2] inserts a new Host 
Identity layer between transport layer and network layer by 
faithfully inheriting the old interfaces; network layer is spitted 
to two sub-layers in SHIM [3], one for identity and the other 
for routing; ISP [4] and CLASS [5] add signal mechanisms 
for each couple of two layers to enable cross-layer feedback. 
Similar schemes are also presented for in [13-17]. Almost all 

these schemes are implemented in a factitious way, and their 
amendments to protocol stack sometimes even conflict with 
each other. To sum up, layered protocol architecture is a 
framework “Not Planning to Change”.  

A novel architecture, Altitude Based Architecture (ABA), is 
proposed in this paper. This approach eases the insertion of 
new protocol layers and new services, and supports full cross-
layer feedback. An universal communication model is also 
presented for backward-compatibility. ABA, which is 
planning to change, aims to build a uniform host protocol 
framework for future Internet and MANET.  

Next section presents related works and the design 
motivations of ABA. Main ideas of the proposed architecture 
are given in Section III. For illustration of ABA’s 
effectiveness, simulations of scenarios are conducted in 
Section IV. Section V includes cost analyses and transition 
considerations. Conclusions and future works are presented in 
the final section.  

II. RELATED WORKS AND DESIGN MOTIVATION 
The traditional layered framework is not ready to 

accommodate new layers or new requirements. There are 
works try to fundamentally revise the basic Internet 
architecture in [12, 18-20]. Hereby are some related works of 
host protocol framework. 

Layered OON [6] architecture is composed of many 
separate service objects (SV). The framework is organized as 
a grid with layers and planes. A layer is a vertically defined 
function sets implemented by a group of SVs; a plane is a 
horizontally defined function sets implemented by a group of 
SVs. Positioned in the grid, a SV belongs to a specific layer 
and a specific plane and each represents a specific function 
like fragment or forwarding.  Thus, a new protocol could be 
easily composed of some already existed SVs. 

Role-based network architecture [7] is a non-layered 
architecture. Modular protocol unit is called a role, which is a 
description of a function block that performs some specific 
function relevant to forwarding or processing. Raw data are 
organized into chunks, or, role-specific headers; different 
roles could process the same chunk, and several chunks could 
be delivered to one role. New services could be easily merged 
into existing systems, and RBA is friendly to middle boxes [7].  

OON modeling eases the design of extendable and reusable 
systems, while it is still hard for OON to add new layers. 
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RBA is extremely extensible, but its packets forwarding 
performance in routers and processing performance in host 
are dissatisfied. Not only host protocol framework, they 
demand revolutions to entire Internet. Both two architectures 
are focus on extensibility; cross-layer feedback is not 
considered in them at all which is critical in MANET. 

MobileMan [8] proposed a full cross-layer mechanism for 
MANET. By a vertically standby component named Network 
Status (NS), protocols could exchange network information 
through NS. MobileMan eliminates the need for direct 
interaction mechanism between each couple of layers, hence 
maintain layer independency. All these dedicated architectural 
efforts for cross-layer feedback including MobileMan [8] and 
ECLAIR [9] are not extendable. 

To sum up, a new protocol framework for future network 
should not only ready to accommodate new requirements of 
Internet/MANET, but also should meet other requirements. 
Our design goals are listed below. 

Extensibility is the primary objective. A robust and fully 
extensible protocol framework should be provided, to ease the 
insertion of new protocol layers and new protocols. And it’s 
more meaningful to build a uniform framework for both 
future Internet and MANET 

Full cross-layer design is the secondary objective. 
Dedicated managers should provide not only network status 
but also local status: network status includes geographic 
topology, physical link Signal-Noise-Ratio, network 
congestion etc; local status includes battery energy, service 
queue length etc. Cross-layer trigger and cross-layer 
cooperation should be taken into consideration. The new 
mechanism should not only be an information exchange 
centre of the layers, but also the centre of cross-layer design. 

Backward compatibility is necessary to facilitate the 
evolution of host protocol stack in a nod-by-nod transition 
process. Together with the universal communication model to 
be mentioned later, newer nods and older nods could still 
communicate with each other without any obstacle. Layer 
independence should be kept for system modularity and 
processing performance consideration. A Universal 
communication model should be provided including: 
Automatic Discovery of Protocol Resources ； Stack 
Synchronization among Communication Peers；  Dynamic 
Configuration of Protocol Components; and maybe On-the-fly 
Reconfiguration of Protocol Components。 
 

III. MAIN IDEAS OF THE PROPOSED FRAMEWORK 
As a further enhancement of MobileMan [8], ABA provides 

extensibility in addition to other merits of MobileMan. As 
shown in Figure 1, protocol stack is still layered in ABA 
(altitude number and protocol number in hereby figures are 
illustration only). Each protocol belongs to a protocol layer, 
and an altitude value is specified to each protocol layer. 
Protocols in the same layer are distinguished by their own 
protocol ID value. A protocols administrator (PA) stands 

vertically besides the protocol stack. Every protocol mounts to 
PA according to its belonging layer’s altitude and its protocol 
ID.  

PA has three individuals. Stack Manager is in charge of 
protocols registration and interfacing. Cooperate Manager is 
the headquarters of cross-layer optimization with two main 
functions: Information sharing and inter-layer cooperates. 
Session Manger handles protocol stack synchronization in 
peers, which is essential for backward compatibility. Thus, the 
cross-layer design of Cooperate Manager is almost the same 
with MobileMan [8], with some extra consideration in local 
status. Other goals are provided by Stack Manager and 
Session Manger. 

Protocols in adjacent layers never interface to each other 
directly, but to PA. A protocol of ABA should never assume 
its upper layer or lower layer, but only get/send its protocol 
frames from/to Stack Manager, as illustrated by packet flow 
in Figure 1. A protocol should only assume that it could 
communicate with its counterpart in peer. This greatly eases 
the insertion of new protocol layers and new protocols. For 
example when a new security service emerged, a new 
protocol layer E could be silently inserted between layer C 
and layer D without bother any of them. The Stack Manager 
simply change the packet processing flow route to pass 
though layer E. Figure 2 shows the addition of a new layer(E) 
and two new protocols(C3,E1).  

 
Figure 1 Packet Flow Chart of ABA 

 
Figure 2 Packet Flow Chart of ABA with a new layer 
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By Session Manger’s universal communication model, two 
nodes could always connect with each other whether their 
protocol stacks are identical or not. Before a session, peers’ 
Session Managers negotiate and synchronize their stacks first. 
In Figure 3, node X and node Y both have security layer E, so 
they use 5 layers to communicate after their synchronization. 
In Figure 4, M is an old fashion node without layer E, thus X 
and M could still communicate by 4 layers. Easy 
layer/protocol insertion and universal communication model 
together are the bases of ABA and make it planning to change.  

 
Figure 3 Communications between new nodes 

 
Figure 4 Communications between old node and new node 

By maintaining layered nature, ABA guarantees both 
packet processing performance in host and routing 
performance in network. Packets are still processed layer by 
layer, protocol by protocol. Details of these processes are 
presented below: 
a) Packet format and processing 

 
Figure 5 ABA Packet format 

Packets are still processed layer by layer. “Pro Num” field is 
used to distinguish different protocols in the same layer (e.g. 
TCP, UDP in internetworking layer); “Data Len” field 
indicates total length of layer header except “Next Altitude” 
field; “Next Altitude” field indicates the next layer. Example 
in Figure 6 illustrates the processing sequence: two protocols 

in layer C both participate in the communication and each 
processes its own frames. However, formal standardisation of 
the packet format is not the emphasis of this paper. 

 
Figure 6 ABA processing sequence 

b) Stack synchronization 
Session manager use handshakes to achieve protocol stack 
synchronization. A preferred stack description and a 
minimum stack description should be included in the request. 
A typical negotiation needs 2 or 3 times handshakes. Use the 
node X,Y,M scenario again: node X wants A,B,C,D,E and 
node Y say yes; node X wants A ,B,C,D,E and node M reply 
sorry I only have  A,B,C,D; then node X agreed. The two 
procedures are shown in Figure 7. This mechanism may also 
enable runtime protocol stack synchronization. 

 
 Figure 7 Stack synchronization 

The problem is: if two nodes need to synchronize protocol 
stack by their Session Manager before their session could start, 
how could two Session Managers talk at the very beginning 
without a protocol stack agreement? It seems to be a 
contradiction. In fact for packet forwarding considerations, 
some lowest layers like internetworking should be left 
untouched. Thus, altitude management is built only above the 
internetworking layer, and Session Manager could do their job 
directly by using the internetworking layer service. A 
practical model is presented in section V. 

IV. SCENARIO SIMULATIONS 
It is hard to evaluate "ability to change" than to evaluate 

simple questions like "how fast" and "how much". For this 
reason, a dedicated event-driven simulator is developed by 
C++. Two application scenarios, which are hard to be 
supported in traditional framework or MobileMan, are 
implemented and verified in the simulator to illustrate the 
effectiveness of ABA.  
a) Host Identity  

This scenario is implemented to verify the extensibility and 
backward compatibility of ABA. For security concern, people 
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want to authenticate himself to the communication peer 
uniquely. HIP [2] try to satisfy the requirement by introducing 
in a separate host identity layer between transport layer and IP 
internetworking layer. Because HIP has changed the 5-layered 
IP model, HIP nodes are not backward compatible with 
existing IPv6 nodes. Obviously, it is hard for HIP to be widely 
accepted in current framework. 

As stated above, a new dedicated security layer could be 
easily inserted In ABA. As shown in Figure 8, an inserted 
host identity layer is implemented in the simulator. In the 
simulation, a node with new identity layer could receive 
packets simultaneously from two different neighbours: one 
with identity layer and the other not. Besides HIP [2], other 
security protocols like IPSEC [11] may also be fit into this 
layer. 

 
Figure 8 New Host Identity protocol layer 

 
b) IP Multicast 

The main problem of IP multicast in Internet is that not all 
routers in the network support multicast forwarding.  It is 
inefficient to support multicast protocol in current framework. 
IP in IP tunnels are always deployed to transfer one multicast 
router to another. 

 
Figure 9 routing illustration of multicast packet 

Figure 9 takes IP multicast as an example of a new IP 
service and work through its deployment under ABA. 
Multicast routers of the same multicast group form an overlay 
distributed network; when a multicast member sends a packet 
to an edge multicast router, a multicast layer header is inserted 
to the packet between network layer and transport layer 
headers,; by broadcasting packets in the overlay network, 
packets are forwarding to whole overlay network; before 
leaving the multicast network, edge servers peel off the 
multicast header from the packet; at last the packet arrives 

each group member. In the multicast layer, dedicated 
management and forwarding multicast protocols could be 
developed to maintain dynamic overlay network topology. 
This procedure could be totally transparent to multicast peers; 
they just send to/receive from a multicast IP address.  

V. COST ANALYSIS AND TRANSITIOSN CONSIDERATION 
Compared to its advantages, the cost of ABA is minimal. 

As computational costs to hosts and routers are limited to 
several machine instructions, our analyses are focused on 
communication cost. 

Typical overhead of packets can be roughly estimated. Each 
layer of ABA may need only 4 extra bytes: 1 byte for Next 
Altitude field, 1 byte for Protocol Number field, 2 bytes for 
data/header length indication. Assume a typical video stream 
packet with IP-UDP-RTP encapsulation, 12 extra bytes are 
added to each packet. The length indication bytes could be 
further reduced if protocols could manage length indication 
by themselves, and put them into layer header enables nodes 
to skip some layers if they want to. What’s more, peers could 
negotiate packet header compression for a long duration 
session. Extra communication delay is also minimal in ABA. 
To each session, only 1 or 2 round trips delay for stack 
synchronization is needed at the start of the session, typically 
far less than the session duration. 

As a new architecture, it would be helpful to provide a 
series of mechanisms for transitioning between successive 
generations. The first choice is migrate legacy protocols to 
ABA and gain all benefits of it. Almost all existing protocols 
have to be revised, this is the must prices of obtain 
extensibility and cross layer optimization. They should 
accommodate new PA interfaces and fix themselves into 
specific layers. Some unnecessary couples between adjacent 
layers should also be cancelled, for example: TCP checksum 
calculation should be changed to not involve IP addresses. 
However, the works is trivial and the impact can be minimal. 

 It is impractical to set a Flag Day for protocol stack 
transition. One choice is mixed protocol stack as shown in 
Figure 10. Specific numbers could be allocated to new 
versions of protocols; legacy interfaces could be reserved for 
backward compatibility; old applications could still use the 
socket function call and bypass ABA stack and session 
management at all.  A practical illustration model is shown in 
Figure 10. Traditional 5 layers of IP model and 3 new layers 
including stack negotiation layer are mounted on PA 
according to their altitude value (these values are for 
illustration only). As mentioned in section III, internetworking 
layer (IP layer) is treated as the default basic layer in ABA. 
Physical layer and link layer are considered to be “local” to 
peers. For illustration only, altitude value 08 is assigned to 
internetworking layer; protocol num 06 is assigned to IP 
protocol. This assignment corresponds to type value 0x0806 
of IP in 802.11 MAC systems and also is used for illustration 
only. 
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Figure 10 mixed protocol stack 

Dual stack transition is another choice: traditional protocol 
framework still functions; new framework realized node by 
node. Just like transition from IPv4 to IPv6, old applications 
could work and new applications emerge. 

VI. CONCLUSIONS 
In this paper, a novel altitude-based host protocol 

framework is presented. By introducing protocols altitude 
management mechanism into traditional strict layered 
structure, ABA achieves extensibility, backward compatibility, 
full cross layer cooperation, etc. This proposal aims to build a 
uniform host protocol framework for both future Internet and 
MANET, and is planning to change. By maintaining layered 
nature, ABA also guarantees packet processing and routing 
performance. The cost is trivial: small improvement to 
existing protocol stack and protocols; a little delay before 
communication. Two application scenarios are verified by 
simulations to illustrate the effectiveness of ABA. 

Our future works aim to build a software prototype to 
verify the architecture and to evaluate its performance. 
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